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The main goal of the research is to explore the perceptions of the newly appointed

lecturers to the Shaheed Benazir Bhutto University, Sanghar Campus, towards the

application of ChatGPT, a powerful tool that is already widely used in learning

environments. Compared to generic AI platforms, ChatGPT has been broadly used by

educators to come up with assessment material, which makes it a proper perspective

in the study of AI-aided exam preparation in language classrooms. Nonetheless, most

of the lecturers in most universities especially the teachers at Shaheed Benazir Bhutto

University, Sanghar Campus are yet to be oriented on how to utilize these applications.

This research indicates that the desire among teachers to assess language based on AI

is hampered by the fact that they are not exposed to AI literacy and effective training

to use AI in a fruitful manner. In this research, the qualitative research design was

used to address the perceptions of new appointed lecturers. The study was undertaken

in Shaheed Benazir Bhutto University, Sanghar Campus where the participants

contributed their own experience, preparation, and issues associated with the

implementation of AI in learning institutions. The technique used to select participants

was purposive sampling. The study sample is composed of eight lecturers who are

newcomers in the university. The use of face-to-face semi-structured interviews was

used to collect data. To examine the data, the thematic analysis method has been used,

based on a six-step guide identified by Braun and Clarke (2016). The results

demonstrate that ChatGPT is an effective tool in lesson planning, development of

resources and formative evaluation. It provides solutions to save the time, helps create

the differentiated learning materials, advocates student-centered practices giving

learners an opportunity to work on the language tasks on their own. Further, the tool

has been discovered to increase the confidence of lecturers in dealing with heavy

language materials especially when the teaching experience is limited. In subsequent

studies, one should consider broader scope in terms of educators with different

scholarly backgrounds, differing institutions and experiences in teaching. The views

of students on the application of AI in learning can add more depth to the sphere of its

influence in the classroom. Moreover, studies conducted in a longitudinal manner may
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examine the way in which the implementation of generative AI may change over the

years and what long-term consequences it has on the quality of the teaching process,

the results of the learners, and the practices of institutions.

Keywords: Teachers’ Awareness, Use of AI, Language Assessment, Newly

Appointed Lecturers, ChatGPT

Introduction

An explosive growth of Artificial Intelligence (AI) as an enabler of innovation in

higher education can currently be observed, giving rise to innovative paradigms of

interaction between faculty and intelligent systems. Such transition is transforming

the profession of university educators (Moorhouse & Kohnke, 2024). Powered with

AI, new opportunities have emerged to enhance the quality of education and make it

more productive in the teaching process (Mustafa et al., 2024). The tools can support

university lecturers in numerous academic activities that include curriculum design,

creation of differentiated learning activities and plan personalized learning.

Specifically, AI is becoming much more popular in the field of testing and

examination preparation (Rivera-Rosas et al., 2024), where the innovative capabilities

of generative AI (GenAI) fall into making test items, practice tests, and other services,

providing immediate feedback automation (Xi, 2023). Such technological integration

does not only lessen the burden of education providers at the university level but also

increases the level of learning experience of students through more adaptive student-

centered assessment. Relevance of AI can be particularly observed regarding English

language teaching, as it becomes an ever-more influential tool of digital

transformation (Crompton & Burke, 2023). As a result, higher education teacher

training and professional development programs should focus on AI literacy so that

newly hired university lecturers could acquire the required digital skills that would

allow them to operate successfully within the context of a tech-mediated academic

space (Adeshola & Adepoju, 2023). This training is more than just basic technical

knowledge as it aims to focus on the pedagogical use of AI tools to improve the

performance of students. Although it seems that AI can directly affect assessment

practices positively, currently, many teachers continue to struggle with the

development of assessment aimed at benefiting language learning (Willis et al., 2013).

AI will contribute to the resolution of such issues since it streamlines the process of
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assessment and makes it resultative (Zhai et al., 2021). Yet, there is still a concern

about ethical application and pedagogical trustworthiness of AI, as there is a necessity

to develop clear coding instructions and guidelines concerning ethical approach

(Ciampa et al., 2024). This paper uses the framework of Braun and Clarke (2016) to

discover how lecturers in the university interact with AI in the assessment process.

These involved: (1) familiarizing with the data, (2) establishing preliminary coding, (3)

seeking themes, (4) reviewing the themes, and (5) defining and naming the themes,

and (6) presentation of the report. The methodic manner of work made it possible to

identify the patterns and themes concerning AI literacy, assessment empowerment,

and the changing role of technology in the teaching processes.

The extent to which they find ChatGPT easy and difficult to use influences

their readiness to use it in teaching. Social Influence: How their peers suggest

institutional policies and norms of other academics influence their personal view on

the use of AI in assessment. Facilitating Conditions: Wider ethical, contextual and

infrastructural drivers of ethical and competent use of AI in higher education. This is

the main goal of the study which aims at investigating the scope of perception of new

lecturers in the government institutions of Sindh on the usage of ChatGPT, a high-

level AI tool most utilized in the education sector. Compared to other common AI

platforms, ChatGPT is extensively used by teachers in the creation of assessments

content, which is why it is suitable as the target of study of the use of AI in the

preparation of exams within language education context.

Research Questions

What is the implication of the use of ChatGPT in the pedagogical process and

assessment capability of newly appointed university lecturers in terms of preparations

of language learning exams?

What are the variables that determine them to adopt the Chat GPT, and what role do

AI literacy and ethical issues play in this process?

The present study provides an invaluable opportunity to get a better understanding of

the way university lecturers are responding to the use of AI-based tools in language

testing. It also highlights the need to incorporate AI literacy in faculty development

platforms so as to expose teachers to the ever-growing needs of higher education.
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Problem Statement

In the era of post AI, Artificial Intelligence (AI) tools, such as ChatGPT, have gained

popularity in the educational field to perform several tasks, including exam

preparation, question creation, and feedback. But a great number of university

lecturers, especially in university, remain oblivious to effective use of these tools.

Studies indicate that the insufficient level of AI literacy and adequate preparation of

teachers constitutes one of the greatest disadvantages addressed because it restrains

them in the implementation of AI in the meaningful assessment of languages

(Zawacki-Richter et al., 2019). Moreover, there are increasing doubts concerning the

ethical practices of AI and question marks are raised on the validity of AI created test

material and the extent to which these mechanisms find applicability in facilitating

actual learning (Ciampa et al., 2024). Another factor that recent research focuses on is

that most teachers lack confidence as to how to operationalize AI tools like ChatGPT

within their pedagogical practices and whether the institutional support and guidance

of the latter are adequate to promote use of AI (Hussain M.M et al., 2025). Most

educators also feel uncertain regarding the ways of using AI tools such as ChatGPT in

their educational practice and how their institutions can be helpful or even guiding

recent studies also. This scenario causes cluelessness and indecisiveness among

lecturers who are new to the job in terms of embracing AI in their evaluation work.

Thus, this research examines how these instructors interpret and apply ChatGPT in

the preparations of language exams and how decisions are made. Detecting such

problems, the study can assist universities at the stage of designing more adequate

training modules and ethical principles of the AI integration into education.

Literature Review

AI in Education and Teacher Preparation

Artificial Intelligence (AI) is the method of processing the received information,

gaining knowledge, and utilizing it to implement certain tasks using adjustable

decision-making (Amin et al., 2024). Although the use of AI in education has been

mushrooming in the last ten or so decades, there is still little understanding on how to

use it in training university teachers, most notably the newly recruited lecturers, which

harbor firsts several opportunities and potential problems. The history of AI in

education has deep roots in the 1950s when the early computer-assisted education
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established a template that could later be realized as an AI-based learning system

(Chan & Tsi, 2023). Such systems have transformed into dynamic platforms that

provide interactive, personal and responsive learning platforms.

Nevertheless, there is no consensus among scholars as to whether AI

technologies are producing good results in the teaching strategy and instructional

quality (Zawacki-Richter et al., 2019). Some of the technologies, including natural

language processing (NLP) and machine learning, have considerable potential to

change how teaching and assessment are done at university level (Zawacki-Richter et

al., 2019). According to recent studies, learning with AI is more adapting and personal

(Chan & Tsi, 2023). Such tools as Google Gemini, Claude, ChatGPT, Microsoft

Copilot, Bard, or Jasper.ai have shown themselves to be useful in a range of learning

scenarios (El Naggar et al., 2024; Grassini, 2023). However, the usage of these tools

into the actual educational systems, especially the teacher education and professional

development programs targeting the university lecturers, is weak.

The use of AI can help determine the gaps in the knowledge of students and

provide them with instruction accordingly (Stоšić & Malyuga, 2024). They have

found more use with their ability to save time in content creation and administration

occupations (Hashem et al., 2023). However, a controversy about the pedagogical

significance of AI in teacher preparation is still ongoing. It is stated that although AI

will help create more individual and autonomous forms of learning (Bourgeois et al.,

2020; Renz et al., 2020), there is a risk of paying too much attention to automated

tools, thus losing the emotional and humanistic sides of teaching (Oh &Ahn, 2024).

In addition, AI provides the opportunity to change teaching in ways that are

too promising, such as adaptive learning systems, real-time feedback, and automated

high-level administrative procedures (Renz et al., 2020). Yet ethical issues related to

data privacy, fairness and transparency are still critical emerging topics (Lim et al.,

2023). Currently, advanced AI technologies allow creating friendly and interesting

learning environments that can increase student motivation (Chen et al., 2020). The

AI tools can also complete tasks that normally would be fulfilled by the educators

which are interpreting student questions, providing instructions and sustaining the

interactive conversation on the digital platforms (Lim et al., 2023). Such systems give

individualized feedback and take care of day-to-day tasks such as attendance,
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assignment, and documentation, and allow the teacher to govern their teaching

material and direct student support more (Chen et al., 2020).

Nonetheless, it is worthwhile to state that recent research studies have

demonstrated that newly employed and inexperienced English language instructors

tend to experience complications in successfully incorporating AI tools since they

lack the necessary digital literacy skills as well as the adequate pedagogical training in

technology-enhanced teaching (Moorhouse, 2024). This skills gap is vital to fill out,

particularly with AI being increasingly involved in education setups. To enable the

early-career university lecturers to create efficient exam questions and to control the

intricacies of AI-assisted assessment, it is highly desirable to increase their levels of

AI literacy (Chen et al., 2020; UNESCO, 2021).

AI’s Role in Enhancing Language Learning

Artificial Intelligence (AI) has chiefly affected the sphere of teaching the English

language proposing both ground-breaking opportunities and essential challenges

(Edmett et al., 2024). The development of generative AI (GenAI) which can create

original content has significantly influenced the aspect of language learning by

offering individual and learner-centered guidance (Chiu, 2024). The broad analyses of

AI usage in English Language Teaching (ELT) during the period of 2014 to 2022

allow determining five main areas in which AI has been applied: pedagogy, speaking,

writing, reading, and self-regulation (Edmett et al., 2024). Although the merits of AI

in the above spheres have been well-documented, the review also confirms the

existing shortcomings and inconsistent implementation in various teaching

environments.

An example is voice-based assistants like Amazon Alexa which have potential

in helping improve speaking abilities. Nevertheless, the common thing that learners

do and abandon the use of these tools is when they encounter pronunciational

difficulties, especially the ones that deal with International Phonetic Alphabet (IPA)

(Dizon & Tang, 2020). By the same token, automated feedback tools such as

Grammarly do not contribute to the formation of higher-order writing skills, such as

reasoning and the development of coherence (Dizon & Gayed, 2021; Nazari et al.,

2021). Even though AI-driven games can contribute to the acquisition of vocabulary

(Zheng et al., 2015), there are questions about their sustainability in the process of
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increasing memory retention. AI chatbots have been used to promote listening

comprehension, but since they are not capable of sounding like humans in their

conversations, real and rich interactions are not provided (Hew et al., 2023).

The key problem in terms of the successful implementation of AI into

language learning is the lack of AI literacy on the part of pre-service and in-service

teachers. As an example, a study of Slovak pre-service English teachers revealed that

most of them performed frequently with AI tools but did not feel confident enough to

apply them in the real classroom context (Pokrivcakova, 2024). Next to it, Ciampa et

al. (2024) described that despite the support of the educators on the transformational

opportunities that AI offered, they generally felt not ready to integrate it into the

pedagogical process. According to Wang and Lu (2023), the development of

instructional competence in the sphere of AI application requires direct experience of

working with the latter, claiming the responsibility of development with respect to the

active practice of the conjectural instructional competence within its local context.

AI’s Influence on Assessment Practices in Education

Artificial Intelligence (AI) is transforming education assessment services by giving

faster, customized, evidence-based assessment tools. Although the research recognizes

the transformative potential of AI, there is still controversy about the reliability of AI,

ethical considerations, and the necessity of its human control (Grassini, 2023).

Conventionally, the evaluation process was done manually, which lacked objectivity,

time efficiency, and teacher-centered style (Penny & Coe, 2004). Generative AI

(GenAI) shines some light on these traditional models by facilitating the more

adaptive approach to learning, which allows more flexible and individualized

assessment methods (Chiu, 2024).

Evaluation is central to monitoring the academic achievement of the students

and making relevant changes to instructions (Wang et al., 2023). AI-empowered tools

have been proved useful in grading grammar, vocabulary and speaking skills with

greater accuracy in the setting of English Language Teaching (ELT) (Lukácsi, 2020).

Notwithstanding the benefits mentioned, there are still worries of overdependence on

automated feedback, the danger of algorithm prejudice, and the chance of diminishing

human propensity in delicate assessment exercises (Ciampa et al., 2024). However,

the fast, repetitive, and scalable performance of AI implies the possibility that it may
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exceed conventional assessment approaches in certain situations (Stоšić & Malyuga,

2024).

In the future, it is generally expected that AI is not going to completely replace

human evaluation but instead support it by using blended assessment models that will

combine AI-generated information with the experience of teachers (Grassini, 2023).

This development requires an educator in general, and a newly established lecturer in

the government universities of Sindh, to become AI literate, and also to acquire

critical thinking, which would help the educator to interpret or deploy claims made

through AI-generated assessment data. According to Williyan et al. (2024),

technological forms of assessment offer new possibilities; nevertheless, the scholars

still emphasize the necessity to pay attention to fairness, transparency, and

accessibility questions (Bulut et al., 2024).

A spectacular assessment that takes advantage of AI is Magic School AI,

which is specifically targeted towards an educator market, and one that has reportedly

been picked up by more than 1.5 million users across the globe (Mustafa et al., 2024).

In contrast to more versatile tools, like ChatGPT, which imply some level of prompt

engineering skills and manual editing, Magic School AI allows creating education-

oriented, and pre-structured features that minimize the cognitive load on the teacher

and ensure easier administration of tasks (Setyaningsih et al., 2024). Although these

systems are quite helpful, additional research is required to examine their long-term

performance and to analyze whether they can reduce or sustain biases in evaluation.

AI Literacy, Limitations, and Ethical Considerations

Although AI has a tremendous potential of changing how language is taught and

assessed, when applied in the educational context, it also brings with it several

challenges about accuracy, bias, moral accountability and excessive automation. AI

literacy is an essential skill to educators as it helps them to critically analyze AI tools,

outline their limitations and consider ethical aspects of using AI (Ng & Chu, 2021).

Recent AI systems are often used to make learning paths individualized, evaluate

language competence, and create an educational type of content (Berendt et al., 2020;

Williamson, 2020). The proponents claim that such technologies may stimulate

student creativity and drive as they may appeal to student preferences (Cai et al., 2024;

Su & Yang, 2023). But as is often warned by critics, overreliance on AI can eradicate
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more in-depth learning and critical thinking, with the role of an educator also

changing to an inactive content maintainer (Xia et al., 2024).

Although there is a positive change in efficiency, there are major limitations

associated with AI systems. Artificial intelligence feedback is not always context- and

culture-sensitive and may fail to be informative and precise, not to mention language

classes (Stоšić & Malyuga, 2024). Also, AI does not have emotional intelligence,

which plays a significant role in making the relational and motivational learning

environments (Pavlik, 2023; Schiff, 2021). These shortcomings justify the application

of a mixed strategy, with lowering the probabilities of an AI-only method of teaching,

as it does not substitute human teaching (Xi, 2023).

In order to cope with such complexities, educators, in particular university

faculty, should become well literate in AI. This involves learning of the strength and

shortcomings of AI, doubting validity of AI outputs, and making sure that human

oversight is applied to all the decisions related to instruction and assessment (Wang &

Lu, 2023). Those institutions, which will be trained more on AI literacy will be in

good position to uphold academic integrity and at the same time promote responsible

and ethical innovation (Zhou et al., 2024).

Other than pedagogical issues, ethical concerns should also be at the core of

matters regarding AI in education. Issues to do with data privacy, biases in algorithms,

as well as absence of transparency are particularly important in the case of serving

assessments with the help of AI tools (Xia et al., 2024). There have been concerns

regarding the reinforcement of biases, inability to interpret results, and fairness, equity,

and accountability that occur because of the use of automated grading systems,

especially (Chan & Tsi, 2023).

In this respect, there has also been the evolution of tools like Magic School AI

that provide teachers with structured assistance in having their prompts by eliminating

the complexity of prompt design and ensuring a lower cognitive load. But, in contrast

to Magic School AI, this paper is about the more popular and easily accessible

ChatGPT that needs a more comprehensive analysis of prompt engineering and

human judgment so that they can be applied productively in the field of education

assessment.
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Theoretical Framework

Technology Acceptance Model (TAM): Model put forward by Davis (1986) is an

attempt to explain with the help of external factors how users finally arrive to accept

and use information systems. The model as defined by Davis is one that involves a

process where people choose to use a new technology that has come into existence. It

assumes that external factors influence two important mental impressions perception

usefulness (P.U.) and perceived ease of use (P.E.O.U.). The user in turn will base

his/her attitude (A) towards the technology based on these perceptions. The resulting

attitude in turn determines how they will intend to use or not use the technology

which is basically their behavioral intention (BI) and this is what makes them or

breaks them as regards their actual use of the system (Davis, 1986). The architecture

of such connections is graphically illustrated in the TAM framework.

Methodology

A qualitative research design was implemented to address the research issue of the

study, namely, perceptions of several newly appointed university lecturers in respect

to artificial intelligence (AI) literacy in assessment. The objective was to learn how

these teachers view the role of the AI tools such as ChatGPT in improving and

empowering their method of assessment. The study was carried out in Shaheed

Benazir Bhutto University, Sanghar Campus , in which the study subjects discussed

personal experiences, convictions, and obstacles associated with AI implementation in

the educational process.

To select participants a purposive sampling technique was applied. This

approach was selected to make sure that participants had direct health care experience

and had been previously involved in teaching and assessment, as they were likely to

have experienced AI tools in education. Eight lecturers were selected as the study

sample since they are all new members of the university. They just entered the

academic world, so they were the perfect candidates to study AI-based assessment no

vitality penetration and perception by new teachers.
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Face-to-face semi-structured interviews were used to collect data, as it included an in-

depth exploration of the opinions of participants with the consistency of questions.

The interviews took approximately 30 to 45 minutes and participants gave consent

after which their audio recording was done. The recordings were subsequently

transcribed to eliminate the occurrence of an error and to keep intact the originality of

the stories narrated by the participants.

The corresponding data was analyzed according to six steps of thematic

analysis described by Braun and Clarke (2016). Such steps involved: (1) getting

acquainted with the data, (2) coming up with initial codes, (3) seeking themes, (4)

reviewing themes, (5) defining themes and naming them, and (6) writing a report. The

methodical process allowed finding patterns and trends concerning AI literacy and test

empowerment and a changing role of technology in educational processes.

The study maintained rigid ethical principles. The participants were

enlightened on the objective of the study and guaranteed their confidentiality and

anonymity of their answers. Before any interview, informed consent was provided,

and the party had an option of withdrawing at any point with no repercussions.

Thematic Analysis

Objective 1: What is the impact of the application of ChatGPT on the pedagogical

concepts of newly hired university lecturers and assessment profoviciences during

language learning?

Theme 1: ChatGPT helps to prepare lessons along with resources Theme 2:

ChatGPT can be used to create examples and templates

New group of lecturers ever so often stated that ChatGPT became an effective guide

in lesson planning and the development of teaching content. They themselves said

they used the platform to create vocabulary exercises, grammar explanation, model

texts, and warm-ups, especially in situations when they did not have much time or did

not have enough teaching experience. One lecturer explained that anytime he was

confused on how to begin a lesson, he simply used ChatGPT to write the topic, and it

provided him with a clear outline with examples. It is this technological assistance

that was found to be of specific assistance assisting to decrease cognitive overload

that may be induced through planning lessons.
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Theme 2: CHATGPT Supports More Formative Assessing On An Individual

Level

As lecturers noted, ChatGPT was beneficial to assist them in the design of assessment

and provide a higher degree of individual feedback to students. It allowed them to

develop numerous variations of quizzes, comprehension questions, and writing

prompts very fast, and this was in line with the varied ability levels of students.

Moreover, a few lecturers found a chance to utilize ChatGPT in providing

constructive feedback to students on their writing to enable formative assessment.

According to one participant, it did assist him to write personal feedback on

assignments, which he could not manage manually because of the large size of the

class.

Integration Of CHATGPT Theme 3: Integration Of Chatgpt Facilitates

Interactive And Student - Centered Learning

Most educators have noticed that classroom dynamics have changed because of

introducing ChatGPT into the classroom. The learners were motivated to exercise the

tool in brainstorming ideas, sentence composition, and dialog engagements, which

rendered them autonomous. According to lecturers, this would make people have a

more student focused experience with the ability to learn more about the language that

was not confined by the time that they were in the classrooms. As one student

participant responded, “After completing their writing with ChatGPT, students began

bringing more organized drafts.” This was an out-of-class interaction with AI and was

perceived as a continuation of an educational process.

Theme 4: Using CHATGPT Can Decrease The Autonomy Of Teachers

Although desirable, however, some lecturers worried that they may be too dependent

on AI-generated material. Admittedly, in certain situations, they felt more comfortable

with ChatGPT responses than creating their own explanations, being afraid to become

stagnated in the role of an educator. One of the lecturers described it as follows, “I

think I am relying on ChatGPT to answer too much, instead of trying to think

creatively myself.” This was seen as a risk of over dependence on AI and the most

vulnerable in this area are the learners developing their confidence in instructions.

Theme 5: CHATGPT Creates Assurance When Handling Complicated Texts

Educators also stated that ChatGPT made them confident when dealing with complex
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language matters, including higher grammar, scholarly terminology, and syntaxes.

This particularly happened to individuals, who believed that they are not equipped

well to teach some aspects of the language. They enjoyed the possibility to access

ChatGPT and review explanations or examples fast when preparing a lesson. A

lecturer Grover said, “After reading how Chat GPT has explained passive voice and

conditionals, I was more confident in teaching them.” The tool was a comforting

academic tool for new teachers.

Objective 2: How does ChatGPT adoption depend on which factors, and what

influence does AI literacy and ethical considerations have on it?

The First Theme Is The Willingness To Use CHATGPT, Which Is Formed Under

The Influence Of Awareness And Training.

It was quite often stated by lecturers that using ChatGPT was strongly connected to

their knowledge and perception of its working principle. Others revealed that they had

little or no idea of the possibilities at all until they heard about ChatGPT in schools or

courses. At least, initially, I considered ChatGPT as a tool that could be used only by

students of computers. I had not been aware of its usefulness to the English teachers

before a colleague demonstrated to me.” This discovery shows that there would be

institutional training programs on AI tools so as to enhance confidence in usage.

Theme 2: The Presence Of Moral Ambiguity Limits The Complete Assimilation

Of AI Instruments

A lot of lecturers expressed their concern regarding the ethical aspects of using

ChatGPT and particularly in academic communities. They were confused on how they

could assure academic integrity in case students took to AI generated responses on the

assignments or presentations. Some of them stated that there are no strictly defined

institutional policies on plagiarism and AI. One of the teachers said, “I really do not

know what to grade assignments anymore. Well, what happens when students copy

everything over ChatGPT? These issues made the thoughtful and not complete use of

this tool in many situations, especially during assessment.

Theme 3: Peer Influence And Institutional Support Influences Settlement Of

Adoption

Other lecturers mention that the experiences and attitude of other lecturers had an

impact in their decision to use ChatGPT. When implementation of AI was discussed
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among departments openly or when an example of their senior’s using AI was open

source, the junior lecturers would be more motivated to read into the tool. One

lecturer said, “I had courage to use ChatGPT after my colleague prepared a workshop

because of this tool.” The availability of an encouraging community was therefore an

influential factor in the process of adoption.

Theme 4: acceptance despite limits is determined by perceived usefulness

Underlying some unreliable ethical or technical concerns ChatGPT used has been that

lecturers still used it because it was found virtually practical in everyday teaching

activities. They assumed that the resources saved their time, caused less stress and

helped them to be better instructors. To most of them, the advantage superseded the

disadvantage. A teacher also told how it can be a boon, saying: “It is not perfect, but it

helps me accomplish more in less time and this is a big help when you are new.” This

utilitarian method demonstrated how perceived usefulness can be used to overcome

early reluctance or low literacy about AI.

Theme 5: Awareness in AI Literacy Is a Factor Of Responsible And Effective Use

Last, the participants who demonstrated a superior knowledge of the abilities and

limitations of ChatGPT were more assured of using it safely and efficiently. They

could prepare the tasks involving AI usage, which did not drop the academic quality,

e.g., letting students comment on AI answers or revise them. As one lecturer described

it, after realizing that ChatGPT was only a tool and not a source of truth, then it

became easier to advise or guide the students to use it as a starting point. This is a

signal of the mediating quality of AI literacy on pedagogical adoption, as well as

ethical adoption.

Discussions

This study findings indicate that ChatGPT has significantly changed the practice of

the lecturers in the pedagogy and in the methods of assessment of the newly appointed

lecturers in Shaheed Benazir Bhutto University, Sanghar Campus. This study has

observed that a significant number of newly recruited lecturers in the universities

were not focused on implementing ChatGPT to their full extent, since they were

afraid of plagiarism and were not given clear guidelines to follow at the institutional

level. One of the participants expressed that they would not know which work on

students might be AI-produced.
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The corresponding report released by The Guardian (2025) emphasized that, although

92 percent of UK students apply AI tools, the majority of lecturers are still reserved,

as they also share the same ethical concerns and incoherent policies. This is an

indication of why institutions should come up with clearer models of utilizing AI in

education.

In the present research, more AI-literate lecturers engaged with ChatGPT more

in a confident and ethical manner. They led students to accept AI as an aid and not the

source of definitive answers.

This study is consistent with that of Krause, Dalvi, and Zaidi (2025), who found out a

greater AI literacy allows educators to be more successful in the use of generative AI,

ensuring academic integrity.

Although initially reluctant to use ChatGPT or having little AI training, the

study revealed that newly appointed lecturers kept on using it since it saved them time,

workload, and enhanced the quality of their lessons. As stated by one of the lecturers,

it helped him to do more within a shorter period, although it was not perfect.

The finding is consistent with the report by Dwivedi et al. (2023), who

determined that perceived usefulness of generative AI tools plays a crucial role in

determining the likelihood of educators to adopt them. Nevertheless, these tools were

accepted by many teachers since they were useful concerning the practical

implementation of teaching practices in their daily duties.

Conclusion

The current research study was conducted to enquire how university lecturers who

have been recruited recently at Shaheed Benazir Bhutto University, Sanghar Campus

adopt ChatGPT in their language teaching and assessment activities and what leads

them to use this tool, especially in consideration of AI literacy and ethical issues. In

the study, thematic analysis is used so that insightful information about the changing

nature of pedagogical design and evaluation techniques in higher education through

generative AI tools is offered.

The results point to the fact that ChatGPT is crucial in improving lesson

planning, creation of resources, and formative marking. It provides timesaving and

aids in developing differentiated learning contents and student-centered practice since

the students can receive language tasks and perform them on their own. In addition,
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the tool was also identified to increase the confidence of lecturers when handling to

tackle complicated language material especially those lecturers with less teaching

experience.

Nevertheless, the research also points out possible disadvantages such as the

danger of excessive use of AI-generated material that can impair the development of a

teacher as a critical thinker and an independent instructor. Concerns about ethical

issues particularly academic integrity and plagiarism further limit full integration, as

many lecturers reported a lack of clear institutional guidelines and policies for AI use.

The research also demonstrates that factors such as AI literacy, institutional training,

and peer influence significantly impact lecturers' attitudes toward ChatGPT. Those

with higher AI awareness were more likely to adopt it effectively and ethically, using

it as a pedagogical support tool rather than a replacement for their professional

judgment.

The implications of this study are both theoretical and practical. Theoretically,

it contributes to the growing body of literature on digital pedagogies and AI in

education, especially in the context of developing countries. Practically, it underscores

the importance of university-level support in the form of professional development

programs, ethical policy frameworks, and communities of practice to foster

responsible and productive use of AI tools like ChatGPT.

Nevertheless, this study is not without limitations. It was limited to one

university and focused only on newly appointed lecturers, which may restrict the

generalizability of the findings. The use of self-reported data introduces the potential

for bias, as participants may have over- or under-reported their experiences and

attitudes.

Future research should expand the scope to include educators from various

academic backgrounds, institutions, and levels of teaching experience. Including

students' perspectives on AI in learning could provide a more comprehensive

understanding of its classroom impact. Furthermore, longitudinal studies could

explore how the use of generative AI evolves over time and what long-term effects it

has on teaching quality, learner outcomes, and institutional practices.

ChatGPT has the potential to serve as a transformative tool in language education,

particularly for early-career lecturers seeking support in lesson design and assessment.
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However, its effective and ethical integration requires institutional guidance,

improved AI literacy, and critical engagement from educators. By addressing these

foundational needs, higher education institutions can ensure that the use of generative

AI enhances rather than undermines the quality of teaching and learning.
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